






















MODEL PART 2--TRANSDUCEHS OR DETECTORS 

In part 1 of the model we mentioned that each section of the transmission line model has a separate 

.ouptut to go to the detectors. Docs the detector look at just one such output, or docs it look at lhe 

difference or second difference of two or three adjacent outputs (the spatial deliv.ative approach), or 

does it look at a linear combination of an output and a delayed or phase shifted version of the same 

(similar to the Allen approach)? We might postpone the decision and preserve the generality of all 

these approaches by letting each see a linear combination of three adjacent outputs and one 

or more delayed replicas of each. Then we would have to decide what linear combination of six or 

so inputs we really want. That's too much generality to handle, so first observe that the output of a 

section is to first approximation a delayed version of the previous output, but filtered somewhat due 

to the difference in resonant freqticncies. So the question of whether to look at signals adjacent in 

time vs. in space is probably not important. Since adjacent signals in space are already available, 

use them; for simplicity just use two (call them Xi and Xi+ 1), but for a little remaining generality 

leave the linear combination unspecified, as in 

Yi = xi + k·Xi+l. 
Different values of k will give different amounts of sharpening or broadening in the response of the 

signal Yi. 

Next we need the actual detector nonlinearity. A good power detector is a square-law nonlinearity, 

as used in photocells, resistor-thermistor power meters, etc. One might speculate that the square-

law heatup of the lossy elements in the RLC model could be detected; but the amounts of power 7 

involved in the car are so low that the temperature increase would not be perceivable. Power or 

full-wave envelope detection is not really the right thing to do. As mentioned before, the 

nonlinearity is known to be nearly an ideal half-wave rectifier, based on analyses of signals on single 

nerve fibers. Anyone who has played with a model of the cochlea should appreciate the reason for 

the half-wave nature. If we look at a smoothed version of a detector output, when the stimulus is a 

pulse train or voiced speech, we see mostly the envelope detected as "lumps" at' the pitch or pulse 

frequency (see the wideband sonogram in Figure 9, for example); if we look at the output when the 

stimulus is a pure tone with the same pitch, we will sec similar "lumps" (but coming mostly from 

the low frequency on the cochlear model). If, on the other hand, we had a square-law or 

absolute value (full-wave) detector; the apparent pitch of the pure tone would have doubled, making 

it sound· (or look) very unlike the pulse train with the same pitch. Since the ear uses half-wave 

detection, we can see that pitch is simply translated into periodic patterns after the detectors, 

relatively independent of place (for low enough pitch). An interesting effect is to have complex 

tones which arc in separate frequency (place) regions, so they don't interfere much, but with 

different periodicity pitches. The model will clearly show different places responding at different 

pitches, which arc completely unrelated to those places. We have observed this effect in speech (see 

Figure 10 for an example with two apparent pitches), which may explain why· unique pitch 

determination is such a hard problem. 
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A reasonable alternative for the detection nonlinearity is a "soft" half-wave rectifier, since in nature 

it is unusual to find a sharp break as in the ideal half-wave rectifier. Schroeder uses the relation: 

z = Y + <Y2+ns. 

which approaches 2-y+ (twice the positive part of Y) for large absolute values of Y. NearY = 0, 

however, this function makes a smooth transition from no response to positive response, without a 

sharp corner. See Figure 11 for the characteristics of this nonlinearity. 1l1e offset value of Z = 1 

at Y = 0 corresponds to the spontaneous firing rate of the detector neuron: when the hair cell is 

stimulated, the firing rate increases during positive half cycles, and decreases to near zero during 

negative half cycles. 1l1e result is that signals with amplitude less than about unity contribute much 

less average firing rate than they would with a sharp rectifer characteristic. This is qualitatively 

consistent with the knee in the subjective loudness curve (sones vs. phons) at about 20 _dB SPL (van 

Bergeijk 1960). 'There are problems in scaling unity in this nonlinearity to the signal amplitude in 

the model, and in deciding whether such scaling should be affected by adaptation: these problems 

don't exist with the sharp nonlinearity. Therefore, without excluding further improvements, we will 

stay with the ideal half-wave rectifier for now. 

The output of the detectors is a good place to do the first step of sample rate reduction. 1l1is is 

ideally a null information processing operation (a no-op), but actually requires some loss of 

infonnation due to bandwidth reduction. We will apply a simple smoothing (lowpass) filter to the 

detector outputs, and resample at about 2000 Hz (an order of magnitude reduction is possible here 

because most of the infonnation in the fast sampled waveform has been demodulated to baseband 

or envelope information by the detectors). This new sample rate is high enough to encode most of 

the information that can be conveyed by a pulse train limited to about 1000 pulses per second, so it 

should adequately handle the representation of neural signals. 

We must be very careful about sample rates and bandwidths. Even if we have sampled at 20 kHz 

to capture sound waves up to 10 kHz, we can get into trouble with aliasing at the detector. An 

instantaneous nonlinearity will change a band-limited signal into a much wider-band signal in the 

continuous-time domain, but will cause strange results due to aliasing in the discrete-time domain. 

Particularly, observe that any detector will have a strong second-order component, which will 

produce both DC (representing envelope) and a double frequency tenn from the sinusoidal or 

bandpass input wavefonn. Therefore, a signal frequency of 5000+ f Hz will produce a spwious 

output at 10000-2f Hz. For example, a 9000 Hz ckmnel will have to cope with sptirious signals 

around 2000 Hz coming out of the detector, which is especially a problem if such signals are not 

filtered out before resampling at a lower rate: resampling at 2000 Hz aliases signals in this area right 

into the baseband, for mJ..x imum confusion. 

A good smoothing filter is a cascade of a few first-order (RC type) lowpass sections. plus a structure 

that puts transmission zeroes at all places that would alias to DC. A simple sum of N adjacent 

samples gives the required N -1 zeroes. where N is the sample rate reduction factor (N = 10 in our 

example). 111C first-order fillers are similarly simple, but require multipliers: The cutoff at 1000 Hz 
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should not be sharp, but should be a gradual rolloff from about 100 Hz, so that as pitch increases, 

the volley representation decreases gradually toward zero. Higher pitches than 1000 Hz will be 

represented only as places of maximum envelope response. 'l11e human ear may actually have some 

volley timing infmmation at considerably higher pitches, with some neurons sensitive to timing 

differences on the order of a few microseconds, but the effects are subtle, and not relevant to 

speech. If we want to accomodate these effects, we might need faster sampling and broader lowpass 

filters. Nature's neural pulse train representation is used very efficiently in this respect, to carry not 

only envelope information (in the firing rate), but also phase and frequency information (in the 

detailed timing of individual pulse positions). 

Adaptation is covered later, but we should say a few words here about the depletion model of 

transducer adaptation (Schroeder 1975). Hair cells cause primary auditory neurons to fire by 

manufacturing and delivering to them a chemical transmitter; the rate of stimulation is limited by a 

relative shortage of this commodity. In addition, there is a finite storage area for this commodity, 

and a decay rate. Figure 12 is an electrical analog of this mechanism, where the conductance g(t) is 

the rectified signal from the transducer (like the membrane conductance caused by bending the 

cilia), the battery and resistor are the production and decay mechanism, and the capacitor is the 

storage (this model is like Schroeder's except that he used a Norton equivalent, with a current 

source instead of a battery, which was better for the production-depletion explanation but did not 

generalize the way we wanted it to for the discussion below). The output is the current through the 

conductance g(t); this is just the detected signal multiplied by a gain proportional to the voltage on 

the storage capacitor. 1be product RC is a recovery time constant: the time to fill to within lie of 

the distance to the steady-state capacity, where production matches decay. 'Ibe attack time constant, 

the time required to deplete the storage enough that a very large stimulation will deliver only a 

reasonable level of transmitter, is short but variable. Essentially, with a very large stimulation, the 

whole store will be transmitted at once, causing a barrage of nerve firings which quickly decays to 

. the saturation level, that which is just supported by the production of transmitter. The response of 

the adaptive transducer (with Schroeder's soft nonlinearity) to tone bursts of valious levels is shown 

in Figure 13. 

This mechanism has to be examined in several ways. It has short-tenn (waveform distortion), 

medium-tenn (adaptation to attack), and long-term (recovery) properties. It has small signal (linear) 

and large signal (limiting) behaviour, and a crossover region. nut more importantly, it has spatial 

characteristics, relative to the other detector channels. If each saturates independently, there will be 

a tremendous flattening of response with increasing signal level. Some kind of inhibitory action is 

needed to red\1ce this effect, or to reverse it to give sharpening instead of flattening. One way to do 

this is to couple the production-depletion mechanisms so that adjacent channels compete for the 

transmitter commodity. Such competition is modelled by replacing the batteries in the model with 

coupled RC storage mechanisms much like the original (with higher capacities, lower average 

saturation levels, and slower recovery times). This distributed RC structure might represent the 

input of some primary energy commodity (such as ATP) by diffusion from the nearby fluids or 
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blood vessels. It might be preceded by yet another similar stage, even more tightly coupled or 

completely shared, to represent the electrical potential in the scala media, which also affects the gain 

of the transducers. For more description of the relevant structures, see the section on adaptation. 

The effect of this adaptation mechanism removes the need for a "pseudo-log" nonlinearity, since the 

response is linear for very low signals and stabilizes with very high signals. Still, it is important to 

define where the crossover region from small to large signal is for each layer of the adaptation 

mechanism. This will probably have t.o be set by some simulation and experimentation, but should 

not be critical. 

In summary, the model for each channel of the transducer array is a cascade of four simple steps, as 

follows: 

1. A linear combination of two adjacent filterbank outputs. 

2. An ideal half-wave rectifer. 

3. A controlled-gain amplifier, controlled by the output of the adaptation model. 

4. A smoothing filter and sample rate reduction. 

The outputs should only need a dynamic range of about 2 to 3 orders of magnitude (40 to 60 dB}, 

which can be accomodated in seven to ten bits. Since very large transients may occur at the onset 

of a sound, some overflow protection limiting should be included. Notice that all signal values after 

the rectifiers are strictly positive, potentially simplifying the arithmetic units required. 

MODEL PART 3--PERIPHERAL NEURAL PROCESSING 

Think of this part of the model as an array processor. It receives a set of several dozen inputs, 

several thousand times per second, and has to extract and output a smaller set of numbers, at a 

lower rate. It decomposes into two main sections, the first operating on the inputs as separate 

streams, expanding them into even more streams but reducing the rates, and the second linearly 

combining these streams into a smaller number of streams, with a better structured space. The 

actual neural processing in mammalian hearing mechanisms is probably not so cleanly divided, but 

we ne~d to restrict ourselves to something we know how to do. 

The problem is similar to the original waveform analysis problem; the fine structure and 

periodicities in time of the input waveforms have to be converted to p:~tterns in space, and 

represented at a much lower rate (say 60 Hz, more than an order of magnitude reduction). Should 

we apply another filterbank analysis and extract the spectra of these signals? There is no known 

mechanism that would support such an analysis in a neural network; but we can arrive at another 

form of spectral infonnation by computing an autocorrelation estimate of the signal. 'n1is is 

something neurons can do. 
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How can neurons compute autocorrelations? Figure 14 shows a signal processing structure that 

computes smoothed products of a signal times various delayed versions of itself; these are 

autocorrelation estimates parameterized by the delay T. Neurons can easily implement the required 

delays by path length differences. The multipliers are also naturals for neurons, if they don't have 

to be particularly accurate. Suppose that a neuron fires only if it is stimulated nearly 

simultaneously from two different inputs; then it fonns a coincidence detector, or AND-gate, which 

is a fair approximation to a multiplier (or exactly a one-bit digital multiplier). The real response 

will be smoother than that, so a multiplier-like function is not unlikely. Even a crude 

approximation is adequate to give roughly the same results as a good autocorrelation analysis if the 

signals are dithered by noise. 

Consider the response of this structure to the periodic pulses that come from the detectors when the 

stimulus is a low-pitch tone or pulse train. As the detected pulses travel down the delay line, they 

come to places where they line up with new pulses, resulting in a maximum product. 11ms the 

autocorrelation function has a peak that identifies the pitch period with the delay T. In general, the 

shape of the autocorrelation function is related to the timbre of the sound. 

We need to decide what values ofT to implement; both the resolution and the maximum range are 

important. Suppose the total delay (maximum T) is 16 msec, or 32 samples at 2 kHz; this 

corresponds to a full cycle of a 60 Hz pitch, or a half cycle of a 30 Hz pitch, so the pitch resolving 

ability will roll off between 30 and 60 Hz, which is about what we want. If we implement taps 

after every .5 msec delay, we will expand each channel into 32 channels, which is too many, 

especially considering the relative invalue of pitch to speech perception. Instead, use taps that are 

geometrically spaced, with a factor of two separation. A convenient set of values would be .5, 1, 2, . 

. . , 16 msec, for a total of only six taps (and perhaps more at 0 and 32 msec to make eight). rThese 

cover full cycles of pitches from 60 to 1000 Hz. 

Just picking off the desired taps from a full delay line has two big problems. First, it uses too 

much memory (32 taps times 32 frequency channels is 1024 words of several bits each, which might 

fill up a whole chip). Second, and more important, is the fact that the resulting autocorrelation 

estimates do not include much infonnation about the intermediate taps, making the estimates for 

large values ·of delay depend too much on the short-time structure of the signal. !3oth of these 

problems can be alleviated by using a ·lowpass filter cascade instead of a simple delay cascade. The 

filters can be fairly trivial: they simply add two successive values and cut the sample rate by two. 

111Us the delay of each stage doubles ~ls its sample rate decreases, and the bandwidth is halved at 

the sa.me time. Such a structure, with exponcntia1ly decreasing sample rate, can be built with a 

word of memory per stage and a single adder, for any number of stages. The outputs will be 

multiplied by the input at the full 2000 Hz sample rate, and the result will be averages of 

autocorrelation coefficients, over various output taps of the original stmcture. 

111c smoothing lowpass fillers in the autocorrelation estimator will reduce the signal bandwidth to 
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less than 30 Hz, for resampling at 60 samples per second. rThe result is a slowly changing plane of 

values, with axes of frequency and delay time. A display of these values as blackness (or 

brightness) on the two-dimensional surface of a CI~T display in real time would be an impressive 

dynamic representation of sounds. This is quite unlike a sonogram, which parameterizes in terms of 

frequency only, and is plotted against time on a fairly fine scale along the other dimension: it 

changes too fast to present the dynamics in real time. Our representation is much more closely 

analogous to vision, in that it produces patterns in a plane, changing only slowly in time. Thus we 

can look at it easily. 

The array of point streams thus generated may be further filtered to enhance edges or smooth over 

noises, in time and two space dimensions. In light of the transformation operation in the second 

part of the neural processing model (below}, spatial filleting becomes irrelevant (it is incorporated in 

the transformation matrix, implicitly). Time filtering should not be needed if the adaptation 

mechanism has contributed the desired edge enhancement effects. We leave open for now the 

option to put in sc:ne kind of filter at this stage. 

In the second part of the neural processing model, the several hundred values generated as 

discussed above are combined into a smaller number of feature vectors by a memoryless linear 

transformation. The motivation for this operation is to extract a few uncorrelated features from a 

"picture" that has high correlation between adjacent elements. Each such· feature is a weighted sum 

(and difference) of any or all of the elements of the picture. Neurons could implement such a 

function by integrating excitory and inhibitory inputs from many different places in the "auditory 

plane". 

Early speech recognition systems (and more recent ones such as marketed by Threshold Technology 

Inc.) used such a model of neural processing to extract features from a bandpass filterbank model of 

the ear. Unfortunately, they have typically used only a single bit output; the resulting analog-to

digital feature extractors are called "analog threshold logic." 

How can we determine a good transformation matrix to be used to map from the input space to the 

output space? lf we have a collection of sounds that we want to be able to discriminate among, we 

have a classical problem in pattern classification; there are methods of computing the transformation 

to maximize discriminability in the output space (given enough data and compqting time), along 

with other useful techniques and theorems. Since we do not know what sounds we want to 

discriminate, we need another approach. 

Suppose that for each output component we choose coefficients at random, independently for each 

clement of the input space. Maybe that is how our neural networks get built. The resulting 

outputs will likely have low correlation, but may not capture much of the useful information unless 

there arc many of them. We still need another ~pproach. 

17 



The approach we recommend is to pick a set of smooth orthogonal functions, and use them. A 

natural set is sines and cosines of the two dimensions. Disregard the delay time dimension for a 

moment, and consider the inputs as just a graph of compressed intensity vs. frequency; then 

transforming with sinusoids is like peffmming an inverse Fourier transform, similar to that used in 

cepstral analysis, but with a distorted frequency scale. Such a mel-based cepstral analysis method of 

feature extraction was recently used in an experimental speech recognition system (Me1melstein 

1978). 

Another justification for the use of sinusoids in the log(f) domain comes from a paper entitled 

"Correlation and Dimensionality of Speech Spectra" (Li 1969), in which techniques of pattern 

classification are applied to sampled vowel spectra to arrive at estimates of the eigenfunctions, or 

principle components. Plots of these eigenfunction estimates are somewhat noisy and irregular, but 

strongly resemble cosines of log(f). 

'l11e inclusion of the autocorrelation delay time axis complicates the picture, but it is still reasonable 

to think that most of the important information will be captured by transforming with a set of 

smooth functions of the two dimensions. See Figure 15 for an example of the receptive field of a 

neuron with this kind of two-dimensional excitory/inhibitory input network (from Swigert 1971). 

How many such "eigenfunctions" should we use? We propose to use sixteen, to give sixteen nearly 

independent featural dimensions. 

In summary, the petipheral neural processing part of the. model consists of these steps: 

1. An autocorrelation processor on every frequency input. 

2. Low-pass smoothing and sample-rate reduction. 

3. An optional filter in time and two space dimensions. 

4. A linear transformation to a length-sixteen feature vector. 
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MODEL PART 4--LEARNING, MEMORY, AND RECOGNITION 

Suppose some sequences of the feature vectors generated above represent important sounds that we 

want to remember, and that we have therefore stored these sequences in a memory. ·n1e bit 

number, coordinate number, and time index all map into the address space of the memory in some 

way, but we will treat each vector as a word of storage, and simply say that a time index is mapped 

into a word address. Addresses are really unimportant, except to tie feature vectors together in an 

ordered sequence, from beginning to end, for each sound unit (template) stored. 

When the "ear", or the analysis part of our hearing model, delivers something interesting to the 

"brain", or memory, it is recognized if a similar sequence of vectors has been previously stored. It 

should not be necessary to identify the beginning and end of a potentially interesting sequence; and 

search through the memory for it; each pattern in memory should match itself against what is 

coming in, continuously, in real time. TI1us the memory is intrinsically associative; that is, stored 

values are not referenced by address, but by content matching. The memory sends back responses 

like "That sounds like Bach," not just "I've heard that before." See Menzel (1978) for more 

discussion of associative memory, in the context of visual pattern recognition in bees. 

There are several problems in implementing. this associative memory concept. First, what do we 

mean by similar? This requires the definiton of a distance measure between vectors, and a way of 

composing distances over sequences of vectors. Second, how arc interesting sequences selected for 

inclusion in the memory, and how is the memory updated? Both of these issues are discussed 

briefly in this section. 

1l1e transformation to a sixteen-dimensional feature space in the neural process model above was 

designed to result in low correlation between dimensions. As a result, the Euclidean distance 

(square-root of sum of squares of differences of components) is a reasonable way to measure the 

similarity of feature vectors. Other distance measures will not be considered. 

To compose distances over sequences. let us use the sum-of-squares of the individual distances 

between corresponding vectors in those sequences. 'll1us, the distance between sequences is the sum 

over corresponding time indices, of th.e sum over sixteen dimensions, of the squared difference of 

components. (An intermediate square root and square cancel each other.) Other ways of 

composing distances will not be considered, either. 

Now we really have .a problem. How do we know what time index of a stored sequence 

corresponds to what time index of the current unknown input? We don't. The comparison 

mechanism associated with each stored palleni continually checks to see if a recent segment of the 

unknown input, up to the current time, matches the stored sequence up to its end. 'J11at would be 

easy if sequences always came at the same rate, wi~h a one-to-or1e correspondence of time indices 

between unknown and stored template. Figure 16 shows how it would ·be done (since things 



happen at such a low rate, much . of the logic would be shared). 

The problem of matching sequences is much more complicated if the sequences are generated by 

processes that can change their rate, such as the human speech production process. 111e 

composition of distances should be redefined to be the lowest distance obtainable by trying all 

possibilities in an allowable class of time-warping index transfmmations. The result is the distance 

to the most similar interpretation of the unknown that could be found, and maybe information 

about how it was warped to get that match. 

Checking all allowable correspondences of time indices leads to a combinatotial explosion of 

computation: but the ptinciple of optimality can be applied to reduce the problem to a dynamic 

programming problem, in which computation grows only as the length of the sequence being 

matched. 1be computations required to implement a dynamic programming solution to this 

problem are vector distance calculation, selection of minimum, and addition, all at the rate of M per 

sample interval, where M is the length of the template. The algotithm and some variations are 

discussed in detail in Sakoe (1978). The data flow and memory requirements are also simple, but 

are not presently included here due to time limitations. 

The question of how to decide what patterns to put in the memory is also difficult. Suppose we 

simplify the problem by consideting a simple isolated word recognition. system for a single user. 

The templates would be just the words in the vocabulary to be recognized, as spoken by the 

intended user. The problem then is to find a good training strategy to enter representative 

templates and to update them as the user's pronounciation changes. This and other high-level 

strategp relaj~Q functions are beyond the scope of this paper. -----
To use the same associative memory in unrestticted vocabulary, multi-user, continuous speech 

recognition, we might try loading it with many vatiations of short phonetic units, such as syllables, 

phonemes, or transcmes. 'D1e decision of what units to use is probably of central importance, but is 

also beyond the scope of this paper. From the resulting distances to phonetic units, one could 

compute likely words and sentences by searching through a finite-state model of the language, as 

has been done in the 113M continuous speech understanding project (Dahl 1978). 

In summary, the learning, memory, and recognition part of the model is an associative store, with a 

method of entcting new templates from the analyzed input, and a method of concurrent pattern 

matching, with the time-warp search complexity limited by the usc a dynamic programming 

algorithm. The details are not presented, but digital signal processing concepts should be applied to 

assure reasonable range and resolution of the numbers involved. The memory requirements for 

each template of length M (which is variable) arc M "big words" for the M stored vectors, and M 

"small words" for the intennediatc results of the dynamic programming (a typical half-second word 

has M = 30). 



MODEL PART 5--ADAPTATION MECHANISMS 

The goal of adaptation is make the featural outputs robust with respect to variations is loudness, - ..----
rate, room acoustics, microphone orientation, etc., but not to completely remove all dependence on 

these conditions. For example, is we decide to "normalize" the data at some point in the model to 
..:.----

remove all dependence on loudness, we will boost the significance of the noise floor and not be 

able to distinguish it from a good signal: this must be avoided. 

Ideally, an intelligent device with a good idea of how the model works would monitor various 

signals and continuously readjust the model parameters to keep it tuned to the conditions or to the 

signal of interest. This is a much too difficult and general approach. Instead, we will look at 

methods of loca11y stabilizing the signals at various places in the model, without much idea of what 

features are of interest. The function of the outer hair cells in the organ of Corti may be of the 

former type, and therefore outside the scope of this model. 

The general philosophy of local adaptation should be applied in all the representation spaces of the 

model, from waveform input to feature vector output. At each stage, the range of adaptation 

should be fairly small compared to the total; the rates of adaptation at the various stages should be 

chosen relative to the characteristics of the local signals. 

The adaptation machanisms that we currently intend to include are the following: 

1. An overall AGC (automatic gain control), possibly before the analog-to-digital converter, 

to reduce the dynamic range of the signal by about 20 dll (factor of ten gain change). The 

adaptation should be gradual (less than two-to-one compression on a log scale) and its rate 

should be slow compared to the characteristic time (or propagation delay) of the cochlear 

model, so that it doesn't distort wavefonns at all, or envelopes very much. 

2. A gain-controlled amplifier at the transducers, controlled by a resource-depletion model, 

which itself has two or three layers (it doesn't matter if it is before or after the transducer 

nonlinearity, as long as that nonlinearity is an ideal half-wave rectifier). This can be 

partitioned as follows: 

2a. An overall gain control will model the effect of the elccllical potential in the scala 

media. This can adapt more quickly than the input AGC, since gain changes after the 

frequency analyzer will not cause distortion products. The model for the potential is a first 

order filter with inputs from a reference constant and from all the detected signals summed 

together. 

2b. A per-channel "battery", a row of coupled first -order filters that model the diffusion of 

an enery source (A TP) into the hair cells, where it is used to produce the chemical 

transmitter. The coupling is ~ resistive type, which accurately models diffusion into the 

storage (capa~itors). 

2c. The "battery" recharges the store of transmitter, which is itself stored in a first-order 
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linear depletion model (another leaky capacitor) per channel, but without coupling--each 

hair cell saves all the transmitter it makes for itself. 

3. Deemphasis of the slowly changing part of the feature vectors by time filteting them 

may be included later. This is considered to be an adaptation, so it was not mentioned 

previously under neural processing, where it could fit. 

See Figure 17 for the method of interconnection of the various adaptation mechanisms. Each 

mechanism has its own way of limiting the peaks of large signals, and of changing their transient 

shape. For example, the transducers limit by emptying their stores of transmitter, very quickly; 

they recharge fairly quickly, too (about 100 msec). But how far they recharge is limited by the 

surrounding activity, within a few diffusion lengths, by depletion of the energy source, which 

recovers more slowly. It is important that signals are passed through the fast limting adaptation as 

soon as possible after the frequency analyzer, to transform between the huge dynamic range of 

mechanical signals to the limited dynamic range of neural signals. Hopefully, we will succeed in 

doing this while treating the main signal path as a well behaved signal, and adding the adaptation 

on the side to control the gains, to make the signals behave. 

There are an incredible vatiety of possible automatic gain control types of adaptation designs, 

distinguished by the type of filter and nonlinearity (if any) used to estimate the signal strength, the 

type of compression nonlinearity used (if any), the form and parameters of the feedback filter, and 

the nonlinearity of the controlled gain element. 1be depletion model is particularly simple, because 

the signal to be detected is unfiltered, it needs no nonlineatity since it is already a strength, the 
_,c== J 

feedback filter is a leaky integrator (first-order), and the controlled gain element is bilinear. Other 

variations on the design will certainly have their own advantages, but their appreciation will have to 

wait for some analysis and expetimentation. 
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IMPLEMENTATION CONSIDERATIONS 

WJJ..ere_is_~he ~the heating model? It is in the detailed implementation design, and the 

selected parameters, which have not yet been done. From the system design presented in this 

paper, it should be possible to design the details of a hardware or software implementation of the 

entire model, and then to experiment with the parameters. All the parts of the model are easy to 

design and build: an important goal is to design them in a consistent design methodology so that 

they will all fit together into a coherent digital system. A consistent method of interfacing the 

pieces at the levels of bits, words, frames, etc. is necessary before the detailed design can go very 

far. We are working on this aspect of the design now. 

Currently, the amount of circuitry we can put on a single large silicon chip is enough to do perhaps 

the entire first part of the modeL But we must design the system in smaller pieces, always keeping 

in mind that they should be inward compatible, so that by the time we have finished the design, and 

tested the pieces, we can take advantage of the newest technology and pull the whole system inward 

onto a single chip. 

Obviously, there is some good sense is building a simplified version of the model during the 

development stages. Just building the first three parts, without adaptation, might be enough to 

discover powerful new applications for real-time sound display. 

DISCUSSION, SUMMARY AND CONCLUSIONS 

We already know most of what we need to know about the ear to build a much better signal

processing model of it than has ever been built. Proven techniques from the fields of pattern 

classification an<;l word recognition can be app1ied to this new representation to get performance 

which is probably much better than that attainable in the past on recognition tasks. As new 

infonnation on how the nervous system processes neural auditory inf01mation becomes available, 

that infonnation can be used to refine the model. Many parameters of the model will be soft, and 

can be improved as we leam what is right, without any redesign. 

In summary, the model, shown in block diagram form in Figure 18, consists of digital signal 

processing stmctures to perfonn the following functions: 

1. Model the distributed resonance of the cochlea as a tilter cascade. 

2. Model the action of the hair-cells in detecting the vibrations of the cochlea. 

3. Model peripheral neural processing as autocorrelation and feature extraction. 

4. Model storage and associative matching of sounds using dynamic programming. 

5. Model the adaptive mechanisms that affect all stages. 



The value of most hearing models in the past has been in explaining and exploring the workings of 

the ear and brain. The value of the signal-processing model is in emulating these workings, so we 

can make a machine that hears the way we do. Such a machine has the potential to be very useful 

if implemented in real-time hardware. 
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PERCEPTION OF SPEECH begins in the ear, shown at t.op in 
•imp!ified cross section. The eardrum transmits sound vibrations to 
the three small bones called ossicles, which cause waves in fluid in 
the cochlea. The cochlea, seen in cross secti·on at bollom left, con· 
tJins the basilar membrane (color), on which rest the sensitive 

OVAL 

WINDOW 
ROUND 
WINDOW 

cells that excite auditory-nerve .fibers. At bottom center cochlea is 
rolled out, with basilar membrane in side view. Front view of the 
basilar membrane (bottom right) shows that it is wider at one 
end than the other. The wide region vibrates in res-ponse to low fre
quencies, whereas the narrow region responds to high frequencies. 

Figure la. Drawings of the human hearing apparatus, 

from Broadbent, 1962. 
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Fig. 9. Electrical analog circuit for short section of basilar membrane 
("long-wave model"). For low frequencies (w << 1/,jLC), a given 
section acts essentially as delay line. For high frequencies (w >> 
1/-JEC), circuit represents ·(inductive) attenuator •. For w = 1/.JLC, 
transverse qurent (corresponding to basilar membrane velocity) has 
resonance pe;~k. Different frequencies peak at different places along 
membrane. 

Figure 2. An RLC approximation to the cochlear transmission line model, 

from Schroeder; 1975. 



.. 

FIG. 1. Simplified physical model of the cochlea. The co
chlea is uncoiled and approximated by two fluid-filled rigid
walled compartments (scalae vestibuli and tympani) separated 
by an elastic sheet (basilar membrane). The stapes, which is 
connected to the eardrum, is vibrated by sound, setting up a 
fl~ctuating pressure difference across the basilar membrane, 
which drives its motion. The response of the basilar mem
brane at an instant of time to a pure tone is schematically in .. 
dicated. The vertical size of the scalae and the displacement 
of the basilar membrane are greatly exaggerated. T!le arrows 
in the. cochlea show fluid flow. When the wavelength of the 
wave on the basilar membrane is larger than the height of the 
compartments, the region between t.he stapes and the helico
trema acts like a transmission line, a section of which is 
shown in Fig. 2. 

Figure 3. Idealization of the fluid cavities of the cochlea, 

from Zweig, 1975. 
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STRuCTURE OF RETINA is depicted schematically. Images fnll 
on the receptor cells, of which there are about 130 million in each 
retina. Some annlysis of an image occurs as the receptors trans
mit messages ·to the retinal ganglion cells via the bipolar cells. A 

OPTIC NERVE 

group of receptors funnels into a particular ganglion cell, as 
indicated by the shading; that group forms the ganglion cell's re
cepti,·e field. Inasmuch :is the fields of several ganglion cells over
lap, one receptor may send mes;ages to several gan:;lion cell,;. 

Figure 4. The network of neurons innervating the retina, 

from Hubel, 1963. 
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ACOUSTIC 
INPUT 

Fig. 1. Block diagram showing the path of the stimulating signal through 
the afferent auditory system. The transfer function of the external and 
middle ears of the cat has been studied extensively.ll 9 l-1 53l Properties 
of the cochl~ have been experimentally measured.Pl Studies of the 
primary neurons and neurons in the cochlear nucleus are cited through
out the text. 

Right: Schematic diagram of the connection between the trans
ducers in the inner ear and the neurons in the cochlear nucleus. T, 
transducer; N, neuron; and nci, noncochlear input. 

Figure 5. Block and schematic diagrams of the hearing process, 

from Molnar, 1968. 
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Lateral lemniscus 
and nucleus 

Fig. 6-14. Neurons of the auditory pathway (highly schematic and simplified). 
From Thompson (572) after Davis. 

Figure 6. A schematic diagram of the auditory pathways, 

from Geldard, 1972. 
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FIG. 3. Com_parison of the approximate WKB solution with an 
accurate numerical solution for the pressure for frequencies 
Cft of 2 and 8kHz. Parameter values are N= 5, o= 0. 02, 
w..,. = 2.- (50 k.'tfz), and d=} em. These values were chosen to 
be typical of those used in fitting e)l:perLrnental data. Schroe
c;Jr's {1973) solution is also shown. (a) Phase as a function of bas
ilar membrane position. The numerical and WKB solution are 
identical on the scale of the graph. Schroeder's solution for 
t.~e p!:ase is essentially identical. (b) Amplitucl~ {normalized 
to unity at L'w stapes) as a function of_ basilar membrane posi
tion. The numerical and WKB solution at high frequency 
(S kHz) are virtually indisting-uishable. Schroeder's solution 
at h!gh and iow (2 Hz) frequency is significantly different and 
violates energy conservation. 9 • 
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FIG. 4. Comparison of predictions from the model with l\H1ss
baucr measurements of the ratio of basilar membra!1e dis
placement at a fL'Ced location on the basilar membrane to ma.l.
leus displacement. Both the WKB appro::-:L-nate solution and 
the more accurate numerical solution are shown. The corre
sponding parameters ar_e Wr= 2iT (7. 8 kHz), N= 5, 6= 0. 02. and 
d=! em, w,. » w,. (a) Amplitude ratio as a function of fre
quency Gogarithmic scale). (b) Phase difference measured in 
radians as a function of frequency Ginear scale}. Although 
there is qualitative agreement between theory and experiment, 
a detailed c_omparison in the region of large displacements and 
"breaking" phase is confounded by the oonlinearities in t.'le 
data fou!fd at the very high pure-tone sound intensities used for 
stimulation. These nonlinearities are eviderit in (a), where 
the :unplilude ratio is given for different sound-pressure levels. 

Figure 8. Approximate tuning curves for the cochlear filter model 
. . 

from Zweig, 1975. 
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Fig. 7.3 A spectrogram of the sound of Xenopus, a South 
African toad. 

Figure 9. A wideband sonogram showing pitch converted to time pulses, 

from van Bergeijk, 1960. 
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the word "one" spoken and analyzed by the author. 
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Figure 11. Characteristics of a soft half-wave rectifying transducer, 

from Schroeder, 1975. 
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CHt.RGE ;; NUI.'.BER OF OUIINTA 

Fig: 18. Electrical analog circuit of model _(39) for mechanical-to
neural transduction process effected by hau cell: Condu~tancc J?(t) 
varies wi~!l acoustic simulation in half-wave r~cl!fier fash1on. High
average cvnductance discharges capacitor C, thereby lim.iting curre'!t 
representing firing probability of nerve attached to. hau cell. Th1s 
"'d.-plelion" process of charge on capacitor is thought to account for 

+ v 

the neural "adaptation" seen in Fig. l S. 
Figure 12. The depletion model of transducer adaptation, 

from Schroeder, 1975. 

0 

Figure 13. Response of the soft rectifier with adaptation, 

from Schroeder, 1975. 
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Fig. I 9. Fi,ing prob3bilities of model I 39) for sinusoidal acoustic sig
nal of 4 ciffcrent input levels. Firing probability follows instanta
neous ~it;r.al amplitude line3fly at 30 dB. Above 60 dB, firing proba
t>ili:y corresponds to half-wave rectified signal and changes only 
sli<;l-.tly with further increases in signal level. This model result 
cc.rre~~c·nds to period histograms shown in Fig. 17; 

Fig. 20. Model result illu.slrJiing ricui21 adapt>lion for stlmuhlion v.'ith 
tone burst. AI boll om, temporal extent .(SO ms) of lone bu13t u 
£hown. Compare with Fig. l S. 
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Figure 14. A network for estimating the autocorrelation function of a signal, 

by the author. 
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FIGURE 10 Schematic of effect of retinal field (x-y plane) 
upon conical neuron nt coordinates (tto, 110). 
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~IGURE 11- Receptive field of cortical neuron at (tta, Vo) 
1f 1~7 re.ccpti~e field is of the· form cos (uo-l:) cos (v0 y). 
Positive IS excitatory; Negative, inhibitory. . 

Figure 15. The receptive field of a neuron in a feature detector circuit. 

from Swigert, 1971. 
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Figure 16. A pattern matching network for a simple associative memory, 

by the author. 
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recovery time constant and tightness of coupling increase toward the left. 

average saturation current decreases toward the left. 

Figure 17. Interconnected Adaptation Mechanisms-- the Depletion/Diffusion Model 

by the author. 
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