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There are tim.es. when your mouse must be 
able to see. A single chip may be the solution. 
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16 ISSCC '82: A Look Through VLSI-Colored Spectacles 

This granddaddy of technical conferences is celebrating its 25th anniversary. Join us on a 
walk through the sessions that designers involved with custorn!semicustom ICs and VLSI 
won't want to miss. 

20 Designing and Testing The Optical Mouse 

Richard F. Lyon, Fairchild Advanced R&D 
Martin P. Haeberli, Xerox Palo Alto Research Center 

A mouse is a pointing device used with interactive computer systems. The authors explain 
the advantages of an IC- based mouse, and the thinking behind its implementation. 

32 Custom-Semicustom IC Business Report 

Steve Z. Szirom, HTE Management Resources 

In light of the current interest in gate arrays and custom chips, the author explains just 
how big these markets (and the leading companies in them) are, and predicts how large 
they will be by 1985. 

46 An Integrated VLSI Design System 

Michael I. Payne, Prime Computer, Inc. 

Prime Computer set out to implement a VLSI design system that would be independent of 
specific design procedures and semiconductor processes. This company's decisions 
regarding the trade-offs (for example, whether to make or to buy software) will be 
instructive for other high-technology firms. 

56 Color Display Terminals forVLSI: Another Perspective 

Bryan D. Ackland, Bell Laboratories 
Neil H. Weste, Microelectronics Center of North Carolina 

Based on several years' experience in using color display terminals to design ICs at Bell 
Labs, the authors (taking issue with an earlier article in VLSI DESIGN) explain the 
rationale behind Bell Labs' MULGA design system. 
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Designing and Testing 
The Optical Mouse 

Richard F. Lyon, Fairchild Advanced R&D 1 

Martin P. Haeberli, Xerox Palo Alto Research Center 

A
mouse is a pointing device used with interactive com
puter systems (see Figure 1). The user moves the mouse 
on a work surface, usually next to the keyboard, and the 

movement of the mouse is translated into cursor motion on the 
screen. Mice have recently become available on the office
products market as a part of the Xerox "Star" (8010 Profes
sional Workstation), as well as in other markets, as part of the 
Xerox DllOO Scientific Workstation, the Symbolics and LMI 
Lisp machines, the SUN workstation, among others. 

Electro-mechanical mice were first developed in the 1960s at 
Stanford Research Institute, and are described in Newman and 
Sproull (1973), and Englehart et al. (1967). The original mouse 
used a pair of wheels turning potentiometer shafts to encode X 
andY motion into analog signals. 

The mouse was redesigned at Xerox to use ball-bearings as 
wheels, and to use optical shaft encoders to generate a two-bit 
quadrature signalling code (see Figure 2). The mouse was again 
redesigned to use a ball instead of two wheels, eliminating the 
drag of side-slipping wheels. 

In Xerox research, the mouse has been in popular use for 
over eight years, and has been preferred over other pointing 
devices (Card et al. 1977). However, it has not been outstand
ingly reliable. The balls or wheels can get dirty, and slip on the 
pad rather than roll; or the commutators can get dirty, and skip. 
This is a major maintenance problem with workstations that use 

1 Formerly with Xerox Palo Alto Research Center. 

FIGURE 1. Optical mouse. 
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the mouse in an uncontrolled environment. Another disadvan
tage of the electro-mechanical mouse is that it's expensive; it 
contains many precision-machined parts, and requires many 
intricate assembly steps. 

In June 1980 we started work on an optical replacement for 
the electro-mechanical mouse. The design was submitted for 
implementation in late July, and chips were returned and suc
cessfully tested in December 1980. With the help of several 
interested colleagues, this chip was incorporated into the stan
dard mouse housing. 

These optical-mouse prototypes confirmed the validity of 
the concept. The next step was to introduce several improve
ments which would lead to a fully functional, manufacturable 
device. There is no good way to test the chip in volume produc
tion. The sensor spacing and the optics in the prototype-mouse 
housings we built did not let us to generate quadrature signals at 
the same rate (pulses per inch) at which they are generated by 
the PARC mechanical mice. We believed that the photosen
sitivity and regularity of the chip could be improved by separat
ing the logic from the sensors. We began to make these 
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XB leading means Left. 

YB leading means Up. 

XA leading means Right. 

YA leading means Down. 

FIGURE 2. Quadrature encoding of pointer motion on a bit-map 
display system. 
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improvements in February 1981. By. June, the design was ready 
for implementation; parts were returned and tested in July. 
In short; a ·mouse with no moving parts was built using in
novations in electro-optics, circuits, geometric combinatorics, 

· and algorithms, all combined in a single custom-nMOS in
tegrated circuit (patent pending). The chip uses several inter
esting layout,. circuit, and timing styles that are widely 
applicable. (Lyon 1981[-l],.Lyon 1981[-2]) 

Design Goals 

The primary.design goal was to develop a device which is 
much more reliable than current electro-mechanical mice. 
Such a replacement for an electro-mechanical mouse must: 

• Be plug-compatible with existing mechanical mice. 
• Have no moving parts (not counting button switches, if any). 
• Work ·under. a wide range· of process parameters. 

It could .also include on-board switch debouncers, because 
we had to provide them anyway, and the silicon area required 
was cheap. Optical mice .require a special patterned mouse pad, 
butthis restriction is not too severe, because most users of ball 
mice use a special pad anyway to increase the friction on the 
ball. 

The Imager and Motion Tracker: 
A Smart Digital Sensor 

. The optical mouse combines two novel concepts to make a 
one-chip imaging and tracking system: 

• The first concept is a simple "mostly digital" circuit that 
produces digital-image (bit-map) snapshots of bright features 
in a dark field, using . self-timed circuit techniques and 
mutually inhibiting light sensors. 

• The second concept is a tracking algorithm, which uses the 
digital imager to form pictures of an easy-to-track contrasting 
pattern, and a digital machine that uses images of that pattern 
as input and tracks relative image motion. 

The notion of a digital imager and tracker applies equally well 
to linear or two-dimensional sense arrays. 

The Digital Imager 

Because it was easily available at Xerox, the nMOS in
tegrated circuit technology was chosen to implement the opti
cal mouse chip. (Other technologies, such as pMOS, CMOS, or 
bipolar, could have been used instead.) In nMOS, when light 

' strikes the circuit side of a chip, the photons are converted to 
hole/electron pairs with reasonable quantum efficiency (see 
Figure 3). The holes are generally attracted to the negative
biased p-type silicon substrate, whereas the electrons are at
tracted to n-type diffused source/drain regions and channel 
regions (Sequin and Tompsett 1975). Thus, light is detected by 
collectio.g negative charge (electrons). If a node is isolated by a 
turned-off transistor, it is said to be a "dynamic node." A 
dynamic node which has been charged to a positive voltage will 
"leak" to a lower voltage as light is received. An imager is 

· simply an array of subcircuits, with a dynamic node in each, 
which can watch the declining voltages and make a sensible 
bit-map image from' them. 

Therefore, each imager pixel (sub-circuit or cell) contains a 
dynamic node, a transistor to "reset" it high and then isolate it, 
and an "inverter" circuit to sense the voltage of the node and to 
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FIGURE 3. An nMOS photo-diode. 

communicate it to other circuits. The output voltage from the 
inverters will start LOW when the array is reset, then go toward 
HIGH as the corresponding dynamic nodes go LOW due to light. 
Figure 4 is a schematic diagram of this simple "analog" imager 
cell. 

Initially, such an array of analog imagers has a digital all-LOW 
output. Then, it has an interesting analog image for a while; but 
it ends up in the digital all-HIGH state, until it is reset. Both of its 
digital states are uninteresting. We needed a reliable way to get 
an interesting digital bit~map image. One way to do this was to 
implement a form of "inhibition" between cells, so that after 
some cell outputs have gone HIGH, all others are held LOW, and 
the picture is stable from that time. This is somewhat analogous 
to the lateral inhibition in the retina of most biological vision 
systems (von Bekesy 1967). It has the desirable effect of pro
ducing. sensible images, almost independent of the light level. 
Such digital sensor-arrays can be built in a self-timed loop of 
logic that recognizes stable images, latches them, resets, and 
starts over, at a rate roughly proportional to the light intensity. 

The simplest imager with mutual inhibition is the two-pixel 
system shown in Figure 5. Each pixel circuit is essentially a 

. NOR-gate; One input of each is the light-sensitive dynamic 
. node, and the second input is the output of the other cell. The 
initial reset state is 00, with outputs being pulled LOW by the 
NOR inputs that are connected to the initially HIGH dynamic 
nodes. The final state can be either 01 or 10, because 00 will 
decay with time, and ll cannot result from cross-coupled NOR 
gates. 

The presence of the initial state (READY) is sensed by a NOR 
gate whose. threshold is much lower than the threshold of the 
pixel NOR gates. READY can be used to tell the timing logic 
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Circuit Diagram (nMOS) 

Reset I 

Photo-Diode 

Logic Diagram 

Reset 

Inverter Pull up 
(depletion loarJ) 

Inverter Pulldown 
(enhancement mode) 

Output 

Output changes from low to high at 
a rate proportional to light level. 

FIGURE 4. Simple "analog" imager cell. 

driving RESET that the imager has been sufficiently reset. The 
existence of a final state (DONE) can be sensed by an OR gate 
whose logic threshold is higher than the thresholds of the pixel 
NOR gates. Intermediate and metastable states will have both 
output voltages near the NOR gate thresholds, but clearly 
below the OR gate threshold. Therefore, this two-pixel digital 
imager compares the light level at two points, and indicates 
when it has made a decision. (However, there is no bound on 
how long it might take to make a decision, even in bright light.) 

The set of possible stable images can be enumerated for any 
pattern of inhibition and for any shape and size image array. 
Using a four-by-four sensor array, with inhibition of cells up to 
2.9 or more pixels away, it is easy to formulate a simple and 
reliable tracking algorithm that follows spots in a hexagonal 
array, and represents their motion with a quadrature code. 

In the mutual-inhibition detector array, the cells race to see 
which can be the first within a neighborhood to get enough light 
and inhibit the others. 

The inhibition network is defined by choosing an inhibition 
neighborhood for each cell. Generally, we choose neighbor
hoods symmetrically, such that if A inhibits B, then B inhibits 
A; we say A "is coupled with" B, reflecting the cross-coupled 
'NOR structure. For example, each pixel may be connected 
with its eight neighbors in a square grid, resulting in nine-input 
NOR gates. In many cases, the inhibition neighborhood of 
some cells will be all the other cells in the array. (CELL-DONE 

signals from such cells will be redundant, but may be imple
mented just for the convenience of layout regularity.) 

Trackers 

The simplest application that illustrates the digital imager/ 
tracker is a linear-motion sensor. Such a sensor can be built 
from a row of imager cells looking at narrow white lines, about 
one-third white (approximately orthogonal to the row of imager 
cells), on a dark background. Iffour imager cells are used, and 
if we arrange for each cell to inhibit cells up to two steps away 
(say, cells at distances ofless than 2.5), then we get a set ofthree 

Circuit Diagram 

Logic Diagram 

Sensor-Node-2 

*Low-Threshold-NOR gate 
#High-Threshold-OR gate 

FIGURE 5. Two-pixel digital imager. 

FIGURE 6. Linear motion detector including generalized 
done/detect, and testing circuitry. 

stable images: 

1 0 0 1 0 1 0 0 0 0 1 0 (radius 2.5 inhibition) 

If the white-line spacing (imaged onto the chip) is about three 
cell widths, then these images correspond obviously to 
positions of the bright lines relative to the cells (1 =bright). 
Figure 6 shows a simple digital machine (on the same chip) that 

VLSI DESIGN January/February 1982 23 



Inhibition Inhibition Stable Images Total 
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* "3.0 special" was chosen for the optical mouse, its images are 
simply characterized as either a central dot or a pair of dots on 
opposite edges ·but" not sharing an edge. 

FIGURE 7. Inhibition neighborhoods and stable images for a· 
four-by-four sensor array. 

would compare the current image with-the previous image, and 
output a signal that says moved up or moved down. Thus, we 
have a relative motion sensor. for one dimension of travel. 

The advantage over previous ·optical quadrature detectors is 
that no· fixed threshold or specific light-level is needed. The 
sensm:s will cycle at a rate depending· on the light level, and 
latched outputs will be made available to the host system. 

How can we characterize inhibition patterns? One simple 
method, used in the previous example, is by the "radius of 
inhibition," or the radius of the circle around a given sensor 
which contains the inhibited neighbors; Figure 7 shows a taxon
omy of stable patterns generated by different inhibition. radii, 
for two-dimensional sensor arrays. 

The general tracking concept is to use a hexagonal array of 
white dots· (which looks like dots of constant spacing but no 
particular orientation, when seen through a small window. at an 
arbitrary angle), and. to pick a dot-spacing such that bit-map 
images can be easily associated with .the dot ·array, and such · 
that movement can be detected easily by comparing successive 
snapshots. The white-dot spacing should be slightly more than 
the in.hibition radius.· Using "3.0 special" inhibition with a 
four-by~four sensor array, we recommend a dot-spacing of 
about 3.4 pixels, because that is the average distance between 
dots in the stable images with two dots: Thus, the dots in the · 
stable images correspond obviously to the positions of. one or · 
more dots in the hexagonal dot-array (see Figure 8). 

Counting all rotations and mirrorings, there are 30 distinct 
stable images for the ''3.0 special" inhibition. Of the 900 com
binations of two successive stable images, most have an ob
vious interpretation in terms of movement of the white dots 
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FIGURE 8. Various positions of 4x4 imagers, with respect to a 
hexagonal dot array, showing w.ays to see all the possible 
stable images for inhibition with radius 2.9 or more. 

with respect to the imager; those that do not must be handled by · 
the tracking algorithm, but will probably not occur often. 
Clearly,. we can build a finite-size .machine that takes a stable 
image as input, examines its current state (the previous input), 
and produces signals to control X andY quadrature counters. 
For details, see Lyon (1981[-1], 1981[-2].) 

The Self-Timed Action of The Imaging-Tracking 
System. 

Timing logic unites the imager and· the synchronous finite
state tracker machine in a self-timed system. 

The timing logic generates two-phase, non-overlapping clock 
signals to run the digital logic,. so that each cycle is 
synchronized to the reset-done cycle of the imager. This same 
clock runs an up-down counter controlled by the tracker PLA 
for each of X andY, to generate quadrature signals which can be 
sent off the chip. So we had three things to design, whose 
particulars are not interesting in themselves: DONE and READY 

detectors, a clock-and-reset signal-generation circuit, and an 
up-down counter with quadrature outputs. (These parts, and 
the logic-level and timing details of the clocking circuit, as 
shown in Figure 9.) 

Clocks are generated through a delay-independent {self
timed) handshake with the imager array, and it is assumed that 
the digital logic is fast enough- to keep up· with the imager. The 
generated clocks are called "Phi-long" and "Phi-short," to 
indicate which one is of unbounded length. Phi-long should be 
used to enable quasi-static feedback, so as to keep the logic 
alive and insensitive to light while waiting for the imager. 

This technique doesn't care how.slow the imager is; every
thing is willing to wait till there is a solid digital answer. The 
imager should receive ·enough light to cycle faster than once . 
every few hundred microseconds, on the average, so that it will 
get image samples: often enough to track ·mouse motion of 
several thousand steps per second. 

The First Mouse,Chip Layout 

The first optical mouse was. 3.468mm by 4;360mm 
(15.12inm2) in a typical nMOS ·process(A.=2.51L microns, or 
5-micron iines).A photo and floorplan are included in Lyon 
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FIGURE 9. Imager and logic tied together by sel1-timed clock 
circuit, with timing waveform diagram. 

(1981[-1]). 
There is a single layout for a programmable sensor and a logic 

cell. This layout can be customized for each position in the 
array, to implement any inhibition pattern and the tracking 
algorithm described above. The logic to detect a stable image is 
also partly programmable, and distributed. Figure 10 shows the 
cell layout with programming for the upper left position. 

The layout used in this first version of the chip treated a 
sensor cell with its logic and memory as a low-level cell, and 
built the array by selectively programming the cells in different 
positions. This approach requires large amounts of wiring 
area, because every cell has to have acces_s to every other 
cell's PIXEL-LIGHT line. 

Another notable layout feature is the regular structure used 
for the "random" timing logic. It is essentially just like one 
plane of a PLA, except that it can also be programmed with 
contacts between the lines running orthogonally through it. 
With a bit of optimization, this becomes topologically identical 
to PL-style gate-matrix layout. 

The benefits of this approach were clear: chip-design time 
was very short (about 1 person-month); standard switch-level 
simulation could be used to verify the correctness of the cir
cuits; the first implementation worked; several orders of mag
nitude of light-level variation were tolerated, and the 
techniques developed were very resistant to process 
parameters and temperature. 

. The idea of using lateral inhibition to make a digital imager 
was conceived in June 1980. We developed the rest of the 
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FIGURE 10. The layout of the upper-left optical mouse cell. 

techniques discussed here while writing up the inhibition idea, 
in June and July 1980. A chip design was done quickly in the 
latter part of July, and was debugged by hand crosschecking of 
the layout against design sketches. Mter the chip was imple
mented, our tools for design-rule checking, circuit-extraction, 
and simulation became more available, and the design was 
verified as correct (except for some non-fatal design-rule 
violations). 

At first, the area penalty due to distributing the logic through 
the sensor array was not seen as a problem. Then we realized 
that the wiring in the sensor array required us to place the 
sensors far apart, which meant a greater magnification in the 
optical system. The light-sensitivity of the sensor nodes is 
proportional to the flux, and the flux decreases with the square 
of the magnification. To improve the light sensitivity, and to 
adjust the sensor spacing to generate the correct number of 
motion steps per inch of mouse motion, we switched to a new 
layout style, using a densely packed array ofN +diffused areas 
as sensor nodes, with all the logic in compact regular structures 
outside of it. (This new layout is discussed further below.) 

Testing 

Finished optical mice had to be tested, to make sure that they 
were correctly built, to cull out those which suffered from 
fabrication errors, and to gather yield data. 

We were restricted to testing our chip at the pins (it is difficult 
to reach into the chip and twiddle internal signals, even opti
cally.) One approach might be just to plug each chip into an 
optical-mouse housing, connect it, and wave it over a mouse 
pad. This technique works fine for small quantities; in fact, we 
used it for the first few chips we built. But this process is very 
labor-intensive, unsuited for volume production, and says 
nothing useful about test coverage. 

Suppose that the chips are tested in the dark. Then, if we can 
only simulate the effect of photons hitting the sensor array in 
predetermined ways, we can force the chip into any state we 
like. All weneed is a way to pull selected sensor cells to ground, 
as if light had hit them, while leaving others intact. 
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FIGURE 11. a) Photo of the improved optical mouse chip. b) Floorplan of the improved optical mouse chip. 

In the revised design, a semi-static serial shift register was 
constructed next to the sensor array. During testing, a test 
pattern was shifted into this test register. Once the test register 
was loaded, a test control signal, GATE TEST, was pulsed. Any 1 
in the test register caused the corresponding sensor to be pulled 
down; a 0 left that sensor cell intact. 

The chip was completely tested by repeatedly loading the 
test register and strobing it to the sensor array, while monitor
ing the X andY quadrature outputs. The problem then became 
one of devising the correct sequence of test patterns, in order to 
maximize test coverage, and of predicting what the correct X 
and Y outputs were in response to the test sequence. 

The sequence of test patterns we used was merely all possi
ble pairs of patterns, in succession. Because the inhibition 
pattern we used has 30 stable images, there were 30 x 30, or 

1 900, steps in the test sequence. Ifthe chip behaved as expected 
through these 900 steps, and if its debouncers worked, then it 
was declared "good." 

We tried to predict the X and Y quadrature response to a 
given input sequence by applying the test stimuli in parallel to 
the chip under test and to a logic simulation of the mouse. But 
this technique suffered because most logic simulators were too 
slow, and because thermal noise injected new images into the 
chip faster than the tester could. Therefore, we abandoned this 
approach, and implemented a simple simulator for the optical 
mouse chip in Mesa (Mitchell et al.). The test program could 
then stimulate the.real chip and the simulated chip at once, and 
compare the results in real time. 

Each chip was tested completely on the wafer, so that no 
effort was wasted packaging bad chips. The chips were retested 
after packaging, to detect parts damaged in that process. Our 
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testing approach is similar to a number of methods described by 
Frank and Sproull (1981). 

Verification of New Designs 

For the optical mouse, we already had a Mesa simulation and 
a test-sequence generator. The test-sequence generator was 
connected to a logic simulator driven by a circuit description 
extracted .from the chip geometry. In parallel, it drove the Mesa 
simulation of the mouse. Wherever there was an error in the 
geometry, the Mesa simulation and the logic simulation dis
agreed, and we could solve the problem before the chip was 
implemented. 

The interface to the logic simulation and the Mesa simulation 
of the optical mouse was the same as the interface to chips 
under test: through simulated pads at the edge of the chip. 
Therefore, we were verifying the test circuitry as well. 

The Improved Mouse Chip Layout 

The second version of the optical mouse took much from the 
first: the tracker and counter PLAs, the timing logic, and the 
switch debouncers were identical. The sensor array was rear
ranged to remove the inhibition logic and the tracking logic, 
which were laid out separately, in a regular pattern. Testing 
circuitry was also added previously described. (A floorplan 
and a photo of the new chip are shown in Figure 11.) This chip is 
3.2mm by 4.07mm (l3.02mm2) at A. = 2.5J.t, or about 14% 
smaller than the previous version. 

The inhibition and done/detect logic were laid out using a 
version of the regular strucure for random logic. The 
done/ detect logic was just a copy of the inhibition program, laid 
out on a different pitch. The previously distributed logic for 
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FIGURE 12. The optical mouse chip in a clear 
injection-moulded plastic package. 

feeding the tracker with motion signals was redesigned as a 
programmed bit convolver, similar to a barrel shifter. 

Packaging 

Because the finished optical mouse had to fit inside a mouse 
housing, we selected a 16-pin package. One of the ways to get 
light onto a chip in such a package is to use a ceramic package 
with a quartz window. This is quite expensive. Instead, we 
packaged the chip in a clear injection-molded plastic package. 
(See Figure 12.) 

The mouse housing was adapted from the standard PARC 
ball mouse housing; the top half and buttons stayed the same. 
The innards of the mouse were completely new. A PC board to 
mount the switches, lamps, and chip was laid out from a vector
board prototype, and an optical assembly was designed to 
direct the light from the lamps to the paper and thence to the 
chip. 

Summary 

The optical mouse embodies several ideas that are not ob
vious extensions of standard digital or analog design practices, 
but which contribute to the design of robust analog-to-digital 

' sensors. Using the lateral-inhibition concept, sensor cells that 
are trivial and useless by themselves become powerful 
together. 

Fortunately for this project, the nMOS technology we know 
and love for logic is also well suited for sensing photons; once 
the ideas and algorithms were firm, the chip design was rela
tively ro.utine, and quick-turnaround implementation was avail
able through the standard path. 

Whatever chip one is designing, it pays to consider 
beforehand how to test the chip and verify the design. In the 
case of the optical mouse, a very small investment in chip area 
and complexity brought great benefits in testability. 

The optical mouse is just one example of an application for 
smart digital sensors, combined with several stages of logic. 
Others can be imagined, for character recognizers, edge detec
tors, light-controlled oscillators, etc. 
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A complete optical mouse has been in use for many months, 
with only one minor problem: when, having become accus
tomed to the optical mouse, one is forced to use a workstation 
with an electro-mechanical mouse, one finds that the perfor
mance of the latter is annoyingly erratic. 
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